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Abstract. In this study, two techniques that can improve the
authentication process are examined: (i) multiple samples and (ii)
multiple biometric sources. We propose the fusion of multiple sam-
ples obtained from multiple biometric sources at the score level. By
using the average operator, both the theoretical and empirical re-
sults show that integrating as many samples and as many biometric
sources as possible can improve the overall reliability of the system.
This strategy is called multi-sample multi-source approach. This
strategy was tested on a real-life database using neural networks
trained in one-versus-all configuration.

INTRODUCTION

Biometric authentication is the problem of verifying an identity claim using
a person’s behavioural and physiological characteristics. Biometric authen-
tication is becoming an important alternative to traditional authentication
methods such as keys (“something one has”, i.e., by possession) or PIN num-
bers (“something one knows”, i.e., by knowledge) because it is essentially
“who one is”, i.e., by biometric information. Therefore, it is not suscepti-
ble to misplacement, forgetfulness or reproduction. Examples of biometric
sources are fingerprint, face, voice, hand-geometry and retina scans.

However, to date, biometric-based security systems (devices, algorithms,
architectures) still have room for improvement, particularly in their accuracy,
tolerance to various noisy environments and scalability as the number of
individuals increases. The focus of this study is on minimising the noise by
using multiple biometric sources and multiple samples.

Biometric data is often noisy because of deformable templates, corrup-
tion by environmental noise, variability over time and occlusion by the user’s
accessories. The higher the noise, the less reliable the biometric system be-



comes.

Advancements in biometrics show two emerging solutions: combining sev-
eral biometric sources [1, 5, 6] and combining several samples of a single
biometric modality [3]. Combining several biometric sources can further be
divided into a loosely coupled solution and a tightly coupled solution. A
loosely coupled solution assumes very little or no interaction among the in-
puts. It integrates biometric data output of a relatively autonomous agent.
An example of a loosely coupled system is the integration of audio and visual
biometric data in an asynchronous manner. On the other hand, a tightly cou-
pled solution assumes a strong interaction among the input measurements.
It integrates biometric data at the sensor or representation level. An example
of a tightly coupled system is the integration of audio and visual biometric
data in a synchronous manner. In our opinion, combining several samples of
a single biometric source can be considered a very tightly coupled solution
because taking several life-scans of the same source of biometric data implies
that the samples must be strongly correlated. Another category of solutions
is to combine a biometric system with a non-biometric system.

Combining several biometric sources offers the advantage of relaxing the
assumption of universality (the fact that each user should possess the biomet-
ric information), collectability (the extent to which the biometric information
is measurable and adequately represented for the matching purpose), accept-
ability (the fact that each user agrees to have his/her biometric information
scanned) and integrity (the degree of trustworthiness of the biometric system)
of a target population in a given application.

Several studies have shown that a multi-model biometric system can im-
prove the incompleteness of any single-model biometric system [1, 6]. In
particular, Hong et al. have proven both theoretically and empirically that
integrating multiple biometric models at score level and decision level can
improve the overall system accuracy [5]. Kittler et al. have shown that
combining several samples of a single biometric source can also improve the
accuracy of the overall system [3].

The purpose of this paper is to examine how noise can be suppressed
by using two separate approaches: multi-sample and multi-model. Section 2
gives an overview of a generic biometric framework and proposes a theoretical
model to justify these two approaches. Section 3 shows some empirical results
and is followed by our conclusions.

TOWARDS A MULTI-SAMPLE MULTI-SOURCE BIOMETRIC
SOLUTION

A generic biometric integration model

In order to study the reliability ! of a biometric system, a biometric-independent
framework (see Figure 1) is proposed. Based on this framework, it will be

IThe reliability of a system is defined as the probability that the system works correctly



shown that a system arranged in a serial manner can weaken the overall reli-
ability of the system. By proposing a noise model, it will be shown that the
reliability of the system can be improved by simply using multiple samples.
This is due to the fact that when multiple samples are used, noise will be
reduced.

Furthermore, the higher the level of noise is, the lower the reliability of the
system becomes. By using the concept of the “committee of classifiers” [2],
it will be justified that by combining several biometric sources via averaging,
the reliability of the combined system is higher than the average reliability
of its subsystem. Finally, an average operator is proposed to combine several
samples of different biometric sources.
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Figure 1: A generic biometric taxonomy and fusion scheme

In a biometric-independent framework (see Figure 1), a user’s biometric
data is captured using sensors. FExamples of sensors are Charged Couple
Device (CCD) cameras, Infrared-Red (IR) cameras, fingerprint scanners and
microphones. Each sensors has its own standard data representation. A
set of operations, often founded on signal- and image-processing algorithms,
constitute the building blocks of extractors. Extractors have two functions:
to detect and to extract user-discriminant information. Each extractor pro-
duces its own type of vectors or feature vectors, also called templates in a
more generic setting. Experts or classifiers are used to recognise these pro-
duced vectors. Classifiers are a set of pattern-matching algorithms, which
may be learning-based (e.g. Multi-Layer Perceptron, Support Vector Ma-
chine, etc) or template-based (dynamic time wrapping, Euclidean distance,
normalised correlation, etc). Classifiers map a vector belonging to an asso-
ciated identity. They do so with a certain degree of confidence commonly
called a score or a confidence measure. It could be a scalar value or a vector
when more information is supplied. A score could be interpreted as the es-
timated a posteriori probability that a given feature belongs to the claimed
class label. When there are several classifiers, a supervisor merges different
scores to obtain the final decision. If the final decision is a match, then the
system accepts the identity claim. If the decision is a non-match, then the



system rejects the identity claim. Finally, if the decision is inconclusive, a
fallback procedure should be activated.

Reliability within a single-model biometric system

The whole process from biometric acquisition to supervisor decision can be
viewed as a serial system. Errors in each sub-module accumulate along the
way. To analyse how the error affects the score, it is necessary to introduce the
notion of reliability. The reliability Rsof a system (or sub-system) sis defined
as the probability that the system works correctly, i.e., Ry = P(correct).
Conversely, the probability that a system ¢ commits an error, i.e., Ey, =
P(error) is defined by:

E,=1-R;. (1)

Let R; be the reliability of the subcomponent i, i.e., Ry is the reliability
of the sensor; Rs, the reliability of the extractor; Rs3, the reliability of the
classifier; and Ry, the reliability of the supervisor. Note that the error of
each of the subcomponent can be calculated by using Equation 1.

Where do these errors come from? The very first error introduced is
during biometric acquisition by the sensor. This could be due to errors in
localisation, environmental interference, etc. In the next step, the biometric
data may not be adequately represented. This is most evident during data
sampling. Information is further lost during the extraction process. Finally,
each classifier and supervisor introduces certain errors. For example, in face
verification system using principle component analysis as an extractor, prob-
ability of the system error E (from sensor up to extractor) is the probability
that it makes a false decision (false acceptance or false rejection). In this case,
FE is a function of a number of selected components. In reality, very often,
one cannot measure the error in each subcomponent. However, intuitively,
we know that good extractors (i.e. with high user discriminant power and
produce decorrelated feature vectors) can increase the classifier performance.
Here, we only provide a theoretical model to illustrate this interdependency
nature of the serial process. Understanding this interdependency will even-
tually lead us to proposing a “parallel process” to be discussed in the next
section.

According to the product law of reliability [7], the reliability of the whole
chain process, Rs can be calculated as:

R, = HR’L (2)

The multiplication rule is used because the reliability of each compo-
nent is assumed to be independent. Equation 2 implies that VR;(R; < Rs).
Consequently, the reliability of a serial system is always lower than its sub-
components.

Since the theory of reliability assumes that there is a “true score”, any real
observed score are considered corrupted by a certain amount of additive noise.



In reality, biometric data changes with time due to ageing. In this analysis, so
far, nothing is mentioned about the interval between two biometric samples.
Our analysis does not consider samples taken so far apart in time that the
effect of ageing could give raise to significant error. The theory of reliability
will not work because the “true score” now is a function that moves with
time. This, however, is true when the interval between sampling is short (say
within a month).

Reliability of a single-modality biometric

This section establishes a method to calculate the reliability of a single modal-
ity biometric system. In general, a single model biometric system can be
regarded as a function f that receives a vector feature x and outputs a score
y: y = f(x). The function f could be linear (e.g. Fisher discriminant anal-
ysis, Support Vector Machine with linear kernel) or non-linear (Multi-layer
Perceptron, Support Vector Machines with non-linear kernel). y represents a
measurement. It could be a score € [—1,+1], a confidence score (a posteriori
probability) € [0,1] or a distance metric € R*.

In the following section, y will be a confidence score showing a posteriori
probability (e.g. an MLP having a single output neuron using a sigmoid
activation function). Let p(wi|y) be the probabilistic distribution function
(pdf) of client confidence scores and p(ws|y) be the pdf of impostor confidence
scores.

The shaded area in Figure 2 then shows the mistakes (both false accep-
tance and false rejection errors) committed by the system at the threshold s.
The bounded box in Figure 2 shows what the valid values of p(w;|y) and
p(w2|y) which could have been otherwise normal if not bounded by the con-
straint that probability € [0, 1].
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Figure 2: A schematic diagram of genuine and impostor distribution score

In other words, the shaded area gives the probability that the system
commits error given a threshold s, which we denote as E(s). Note that this
probability is a function of s. It can be calculated using:

E(s) /P(false rejection) + P(false acceptance)dx (3)

s —+o0
1- / p(wrly)dz + / p(ws|y)d. (4)
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With a rewritten form of Equation 3 into Equation 1, we obtain reliability
as:

R(s)

1—E(s) ()

s —+o00
/_ p(uny)de — / p(wsly)d. (6)

oo

One seeks to minimise E such that E,,;, = minsE(s). This is the same
as to maximise R such that R, = mazsR(s). The optimum threshold s is
at the point called Equal Error and E,,;, is called Equal Error Rate (EER).

It is obvious that if the two distributions completely overlap each other,
R=0 and if they do not overlap at all, R=1. Note that in biometric applica-
tions, there are three categories of scores: genuine, “inter-template” (other
clients) and impostors (also called “background database” [8]). There are
also informed and uninformed impostors. In real-life hacking, impostors are
informed, i.e., they possess certain amount of information about the identity
to be faked. Among these three major categories of scores stated earlier, the
genuine user scores are often the smallest data set. This study considers only
genuine users and impostors. From now onwards, impostors are taken as a
union of “inter-template” and “background database”.

Classification of biometric system models

In the interest of avoiding error accumulation through such a serial process,
one is led to study available types of biometric system models. In our opin-
ion, biometric systems can be classified according to the number of samples
per access and the number of biometric sources. The term “source” is used
here to signify a particular class of biometric modality such as face, voice and
so on. This is to distinguish it from the term “model” to be introduced later
to signify different architecture. A “sample” is therefore a life-scan or shot
of a biometric source. Using these two definitions, we propose four biometric
“models”. Figure 3(i) shows the typical serial process consisting of sensor,
extractor and classifier. It is called a single-sample single-source (SSSS) bio-
metric model. Figures 3(ii)-(iv) show a multi-sample single-source (MSSS), a
single-sample multi-source (SSMS) and a multi-sample multi-source (MSMS)
biometric model respectively. With this categorisation, Kittler et al.’s work
[3] falls into MSSS model because several face samples are used during au-
thentication. Hong et al.’s work [5] falls into SSMS model because they used
a face sample and a fingerprint sample during authentication. Ross et al.’s
work [1] that used face, fingerprint and hand geometry also falls into SSMS
model.
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In Figure 3, S; is the i-th biometric source (or modality) andi =1,...,m.
is the score obtained from j-th sample of the i-th biometric source and . A
MSSS model differs from a SSSS model in that a MSSS model uses several
samples (therefore several serial processes) originating from the same bio-
metric source. Note that a SSSS model does not require any supervisor. On
the other hand, a SSMS model differs from a SSSS model in that a SSMS
model uses several independent biometric sources. A MSSS model is more
tightly coupled than a SSMS model. This means that if a biometric source
is corrupted by the same noise (for instance, a cut on finger, a soar throat,
a sun-burnt face), a MSSS model will probably fail to verify the identity of
the person. On the other hand, multi-source biometric models (SSMS and
MSMS) will probably be more robust against this kind of noise because their
sources are not corrupted by the same noise.

Multi-sample single-source approach

Kittler et al. have shown that a MSSS model can be an effective way to boost
a biometric system [3]. In their experiment setting with face images, several
face samples are used. The optimal final decision score is found by averaging
classifier scores. This can be justified by modelling a score corrupted by noise.

Let y; be the “observed” measure (i.e. a score, y; = f(x') of a given
sample ¢ out of a total of N samples and 7; be a noise drawn from a random
zero-mean additive distribution. The “observed” measure y; can be written
as:

Yi =+ ;. (7)
The mean of y;, denoted as ¥ is:
| N
j= — i 8
7 N;y ®)

With enough samples, the expected value of y;, denoted as E{y;} approx-
imates the “true” measure:
E{yi} =19 (9)
The expected value of random noise 7;, i.e., E(n;) is always zero. The
variance of the observed y can be written as:
1
02 = NO'?]. (10)
Therefore, it can be concluded that when two or more scores of a single

modality biometric are averaged, noise that occurs due to classification can
be reduced.

Single-sample multi-source approach

In this section, we would like to show that the reliability of the joint (dis-
tributed) system, Ry, is better than the reliability of its sub-components, R;,



for a certain number of j biometric sources. Note that the index j is used
to signify a biometric source so as to distinguish it from the index ¢ that
was used to signify one of N samples taken from a given biometric modality.
This can be represented as: V;(Rq > R;),j =1,..., M, which is the same as
V;(Eq < Ej;), where E; is the error of one of M sub-components j and Ey is
the error of the joint system.

It is desirable that the following relationship holds:

M
E.= ][] E, (11)
j=1

Equation 11 can be interpreted like this: in a system with M biometric
sources, the whole system will always select the best sub-system. In other
words, this is the optimal decision, called Oracle in [4]. Such a supervisor
(one that merges the scores, as defined earlier) is the best result that one can
get out of scores combination. From Equation 11, it is obvious that V;(E4 <
E;). Using normal and uniform distribution to model the probability of
false rejection, Kuncheva [4] studied six supervisors: minimum, maximum,
average, median, majority vote and Oracle. In practice, the Oracle supervisor
does not exist because one does not know in advance the true identity during
verification. Therefore, it is singled out in this discussion. Among the five
classifiers mentioned, Kuncheva found that the average supervisor works the
best when the error comes from the two distributions mentioned above.

By considering each sub-component of the multi-source system as an in-
dependent classifier, we can use the proof discussed by Bishop [2] (in Chap.
9) to show that the average supervisor satisfies Eq < mean;(E;), instead of
V;i(Eq < Ej) the “perfect” requirement established earlier. He has shown
that a committee of average and weighted average classifiers could perform
better than a single classifier. The assumptions here are that each biometric
single-modality subsystem is not correlated and that the error has zero mean.
The result of proof is shown here:

| M
j=1
1
= Mmeanj(Ej) (13)

Note that the difference between the context in [2] and our context here is
that the independency of each sub-component is true and not an assumption.
This is because each biometric sub-component operates on different biometric
sources.

Multi-sample multi-source approach

It has already been shown that not only averaging scores of multiple sample
can reduce noise in the serial process that is made of the sensor-extractor-



classifier chain but also that averaging scores of multiple sources can achieve
lower error by a factor of the number of biometric sources.

In this section, we wish to combine the two findings above using the
strategy that we call multi-sample multi-source approach (MSMS). In such
a system, we assume that there are M biometric modalities and for each
modality, N samples are available. Scores made available to this system is
denoted as y; j, where i € 1,..., N and j € 1,..., M. By taking each score
yi; as a channel of the serial process of sensor-extractor-classifier, we can
also associate the correspoding error involved, which we denote as FE; ;.

We argue that Equation 13 used in multi-source biometric holds as well
for multi-sample biometric, with the weak assumption that the errors (V; E; ;
for a given j) are independent and have a zero mean. We can therefore write
Equation 13 by changing the index from j to ¢, as follows:

1
E; = Nmeam(Ei) (14)

Violation of such assumption (in our case) results in increase of perfor-
mance not by a factor of N but less [2]. However, we hope that in practice
E; < mean;(FE;) holds. (Empirical results by the work of Kittler [3] and
our result in the later section also support this argument.) We will use the
inequality 14 to deduce the inequality of the MSSS model:

EmSSSj < meani(Ei,j) (15)

In the same way, from Equation 13, we can deduce that E; < mean;(E;).
This inequality can be applied to the SSMS model as follows:

Egsms, < mean;(E; ;) (16)

An MSMS model is by its definition a multi-model version of the MSSS
model. So, the inequality Eq < mean;(E;) that applies to multi-model holds
for the MSMS model. Therefore, it is valid to write:

Emsms S meanj (Emsssj) (17)

By replacing inequality 16 into inequality 17, we can write:

Ersms < meanj(mean;(E; ;)) (18)
11

Emsms < MZ(NZ(E“)) (19)
1 ]M Nl

R D) LY (20)
| van

B € o 3 (E) (21)

(4,9)



An intuitive way to combine scores in MSMS model is to introduce a
mean operation similar to the inequality 18 as follows:

Ymsms = mean;(mean;(y; ;)) (22)
1 L1 &
= M Z(ﬁ Z(yz‘,j)) (23)
1 JJV[ Nl
= NM Z Z(yw) (24)
| v
= NM (ym‘) (25)

(4,9)

EXPERIMENTS AND RESULTS
Database

Briefly, there are 30 persons in the publicly available LSIIT database 2. It
has two types of biometric modalities: face and voice. For each type of
biometric modality, 5 out of 10 samples of each person are used for training
and the other 5 samples are used for testing. Both the training and test
sets are mutually exclusive. For each biometric model, a set of one-versus-all
configuration Multi-Layer Perceptrons (MLPs) are used, meaning to say that
each MLP is associated with the biometric sample of a single client. In other
words, the samples of an associated client is treated as positive examples while
all other samples belonging to other clients are treated as negative examples.
Each MLP has an output neuron with a sigmoid activation function so that
it can estimate the a posteriori probability pw; |x when given a feature x. For
a database of 30 persons, 30 MLPs are needed to distinguish face features
and the other 30 MLPs are needed to distinguish voice features. More details
on feature pre-processing and extraction can be found in [6]. During testing
with the previously unseen 5 samples, the experiment is first carried out with
1 sample, then 2 samples, and so on up to 5 samples.

Experiments and Results

Figure 4 and Figure 5 show the DET curves of face and voice biometric
sources on test sets. Table 1 shows the corresponding min HTER (minimum
point of the half total error rate) in percentage and approximated EER in
percentage (a point nearest to FAR=FRR) of DET curves in Figure 4 and 5.

2The LSIIT BAS database is available at http://hydria.u-strasbg.fr



Table 1: The HTERs and EERs of face and voice biometric features

No. of Face Face Voice | Voice | Combined | Combined
samples min EER min EER min EER
used HTER HTER HTER

1 7.184 | 10.000 | 6.897 | 6.897 0.805 0.805

2 2.701 3.333 4.828 | 6.494 0.690 0.690

3 1.207 | 2.874 | 4.540 | 6.667 0.000 0.000

4 0.000 0.000 2.126 | 3.333 0.000 0.000

5 0.000 0.000 2.414 | 3.333 0.000 0.000

The experiment shows that the multi-sample multi-source approach in-
deed increase in performance as more and more samples of each source are
available. Indeed, using the current database, it reaches perfect performance.
This is a very encouraging result but in reality, one does not have the luxury of
such large pool of data. In our opinion, to further verify this approach, more
experiments should be tested with different biometric features and larger
databases that have several samples for each source of biometrics.

CONCLUSIONS

Biometric authentication can be viewed as a serial process involving a sensor,
an extractor, a classifier and a supervisor. Such a serial process could accu-
mulate errors and reduce the overall reliability. However, one can increase
the overall system reliability by using several serial processes arranged in a
parallel manner. Two techniques to create such processes are using multiple
samples and multiple biometric sources. By assuming noise at the score level,
it is proven that averaging classifier scores from multiple biometric samples
can reduce noise. However, if multiple biometric sources are available, it is
proven that the reliability of the joint system can be further increased via av-
eraging. Specifically, by averaging N samples, the joint system will not reach
a maximum reduction of error by a factor of N but less due to correlation
between samples. However, by averaging M sources, one can achieve a re-
duction of error approaching a factor of M. Combining these two approaches
can lead very good verification rate.

This hybrid approach is implemented with a set of neural network clas-
sifiers and is tested on a face and voice biometric database of 30 persons.
Using this small database, a perfect verification is recorded. This result is
certainly promising but most importantly, it shows that one can use multiple
samples or multiple biometric sources to boost the reliability of the whole
system. An interesting application using this approach is in the inconclusive
situation, i.e., the final decision score is marginal for acceptance. Under such
situation, multi-sample multiple- source approach can be taken immediately.
This will definitely increase the fault tolerance of intrusion. Furthermore, this
approach suggests that it is always beneficial to life-scan longer features (i.e.,
longer speech signal) and more frames of facial features to increase robustness
without adding much cost to the exisiting system.
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Figure 4: DET curves plotted using 1-5 face samples
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